
large language 
models



what is a large language model

● Models like ChatGPT, Llama
● Predict the next token (word)

“Hello, my name is Eric and I …”

“Hello, my name is Eric and I like”



how are we going to do this

● We are using Llama 3
○ Kind of open source - model weights are public and you can do nearly anything with them
○ Rivals ChatGPT while being free, scoring 97% on gsm8k (vs 94%)

1. Get access to the model
2. Code
3. Profit



getting access to 
llama 3



creating an account

● HuggingFace contains many large language models
● Go to huggingface.co and make a new account

○ School email is ok, you won’t need to receive emails from them



accessing the model

● Type meta-llama/Meta-Llama-3-8B-Instruct in the search box
● And click on the result



accessing the model

You should now be on the model’s page, but you need to request access first.



accessing the model

Fill out the request

- You don’t need to use your real birthday, just pretend you’re 18)
- Affiliation can be “student”



this will take a few hours to 
process, so in the meantime, let’s 

get to coding



opening a new google colab

Go to colab.research.google.com and create a new project

Google Colab is an online code editor, and it also lets us use powerful GPUs to 
run our language model



adding our setup code

In the box for code, add this:

import transformers

import torch

hf_token = ''

model_name = 'meta-llama/Meta-Llama-3-8B-Instruct'



adding our setup code

Add another code box, and type

!pip install bitsandbytes



adding our setup code
Add another code box, and add:

bnb_config = transformers.BitsAndBytesConfig(load_in_4bit=True, 
bnb_4bit_use_double_quant=True, bnb_4bit_quant_type="nf4", 
bnb_4bit_compute_dtype=torch.bfloat16)

model = transformers.AutoModelForCausalLM.from_pretrained(model_name, 
device_map='auto', quantization_config=bnb_config, token=hf_token)

tokenizer = transformers.AutoTokenizer.from_pretrained(model_name, 
token=hf_token)

generator = transformers.pipeline("text-generation", model=model, 
tokenizer=tokenizer, pad_token_id=tokenizer.eos_token_id)



add our main code

Add a fourth code box with this code:

chat_history = []
while True:
    next_user_input = input('  >')
    chat_history.append({'role': 'user', 'content': 
next_user_input})
    next_chat = generator(chat_history)[-1]['generated_text'][-1]
    print(next_chat)
    chat_history.append(next_chat)



getting our HF api key

Go back to huggingface.co, click on your profile picture, and then settings

Then click on Access Tokens



getting our HF api key

Create a new token, and activate the permission “Read access to contents of all 
public gated repos you can access”


